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Abstract

Background: With the character of high incidence, high prevalence and high mortality, stroke has brought a heavy
burden to families and society in China. In 2009, the Ministry of Health of China launched the China national stroke
screening and intervention program, which screens stroke and its risk factors and conducts high-risk population
interventions for people aged above 40 years old all over China. In this program, stroke risk factors include
hypertension, diabetes, dyslipidemia, smoking, lack of exercise, apparently overweight and family history of stroke.
People with more than two risk factors or history of stroke or transient ischemic attack (TIA) are considered as high-
risk. However, it is impossible for this criterion to classify stroke risk levels for people with unknown values in fields
of risk factors. The missing of stroke risk levels results in reduced efficiency of stroke interventions and inaccuracies
in statistical results at the national level. In this paper, we use 2017 national stroke screening data to develop stroke
risk classification models based on machine learning algorithms to improve the classification efficiency.

Method: Firstly, we construct training set and test sets and process the imbalance training set based on
oversampling and undersampling method. Then, we develop logistic regression model, Naïve Bayesian model,
Bayesian network model, decision tree model, neural network model, random forest model, bagged decision tree
model, voting model and boosting model with decision trees to classify stroke risk levels.

Result: The recall of the boosting model with decision trees is the highest (99.94%), and the precision of the model
based on the random forest is highest (97.33%). Using the random forest model (recall: 98.44%), the recall will be
increased by about 2.8% compared with the method currently used, and several thousands more people with high
risk of stroke can be identified each year.

Conclusion: Models developed in this paper can improve the current screening method in the way that it can
avoid the impact of unknown values, and avoid unnecessary rescreening and intervention expenditures. The
national stroke screening program can choose classification models according to the practice need.
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Background
With the character of high incidence, high prevalence,
high mortality, high recurrence rate and high disability
rate, stroke has become the second most common dis-
ease in the world. On the whole, about 13 million pa-
tients suffer from stroke in China [1]. Millions of people
die of stroke each year in China, and most stroke pa-
tients have different degrees of sequelae, which brings a

heavy burden to patients and families [2]. In 2009, the
Ministry of Health of China launched the China national
stroke screening and intervention program and estab-
lished the China Stroke Data Center [3]. The program
established stroke centers which are responsible for
screening stroke and intervening its risk factors among
residents over 40 years old in China. The China national
stroke screening and intervention program conducts the
screening every year and conducts follow-up interven-
tions on screened population every 2 years nationwide.
Up to now, the program has accumulated nearly 7
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million people’s screening data. In the stroke screening
program, the risk factors include hypertension, diabetes,
atrial fibrillation, dyslipidemia, smoking, apparently over-
weight or obese, lack of exercise and positive family his-
tory of stroke. In the preliminary screening, a person is
considered “high-risk” if suffering from more than two
risk factors or having a history of stroke or transient
ischemic attack (TIA). For those who have been classi-
fied to “high-risk” group, further examination (such as
computed head tomography and Magnetic Resonance
Imaging (MRI) scans) and physician confirmation are
needed for intervention suggestion in the rescreening.
Population identified as high-risk in rescreening will be
followed through telephone every 6 months, and the
tests for their blood pressure, blood sugar, and blood
lipid are performed every 12 months to make an inter-
vention. The China national stroke screening and inter-
vention program has achieved remarkable results in the
prevention and treatment of stroke, and the experience
of the past 5 years shows that reasonable intervention
for population identified as high-risk can effectively
reduce the burden of stroke [4]. Compared with the
huge economic burden brought by stroke, expense of
rescreening (about 600 Yuan per person or 88 US
Dollars per person [4]) is significantly lower.
The screening method currently used in the prelimin-

ary screening of the program determines stroke risk
levels based on the values of the eight risk factors. How-
ever, in the actual screening process, many people are
lack of accurate understanding of their own health con-
ditions or not willing to disclose their living habits or
health conditions because of some subjective factors.
Therefore, some of these risk factors include unknown
values, which makes it not possible to determine the
stroke risk levels. The missing of stroke risk levels
results in reduced efficiency of stroke interventions and
inaccuracies in the statistical results at the national level.
In original stroke screening data during 2012 to 2017,
the total proportion of unknown values in the fields of
atrial fibrillation and dyslipidemia exceeds 7%, and the
total proportion of unknown values in other factors used
to determine stroke levels is also higher than 2%. At the
same time, considering the interaction between stroke risk
factors, some more fields can be selected as a supplement.
In this study, we use national stroke screening data in

2017 to build machine learning models, aiming to
improve stroke risk classification methods currently used
in the stroke preliminary screening which cannot avoid
effects of unknown values. Accurate classification and
reasonable intervention for high-risk population can
effectively reduce the burden of stroke on families and
the society. It is necessary to consider the recall of the
classification model to ensure the pertinence of stroke
intervention. Then, we need to ensure that the precision

of the model is not too low to reduce unnecessary
rescreening and intervention expenditures. Models devel-
oped in this paper can be used in the practice of stroke
screening program to improve the efficiency of interven-
tions for people with high risk of stroke.

Method
Materials
The China national stroke screening and intervention
program covers Chinese residents aged above 40 years
old in 31 provinces, autonomous regions, municipalities
and Xinjiang Production and Construction Corps. In the
screening process, a two-stage stratified cluster sampling
method is adopted. Firstly, more than 200 screening
areas have been selected according to the local popula-
tion size and total number of counties. Then, an urban
community and a township are taken as primary sam-
pling units (PSU) according to the geographical location
and local hospital suggestions. In each primary sampling
unit, all residents aged over 40 years are surveyed using
cluster sampling [5–7]. We take the national stroke
screening data in 2017 as the research material. Private
information is removed from data by the Stroke Data
Center. The national stroke screening data in 2017
includes 747,514 participants after removing participants
with error data. Except for those whose stroke risk
cannot be classified by the current screening method,
participants classified as “high-risk” account for 19.7%.
Considering risk factors of stroke may influence each
other, we include some more risk factors to provide
more information. Besides risk factors defined in the
stroke risk classification method currently used, we
further include sex, age, drinking history, family history
of heart disease, family history of hypertension, family
history of diabetes, history of heart disease, heart rhythm
and heart murmur as classification features. The defin-
ition of features used in models is shown in Additional
file 1: Table S1.

Data pre-processing
The screening data is imbalanced data, and it needs to
be pre-processed before the models are established as
many machine learning models are sensitive to imbal-
anced data. Firstly, we use the SMOTE algorithm [8] as
oversampling method to increase the amount of data in
minority class. The basic idea of the SMOTE algorithm
is to analyze samples in minority class and generate new
samples based on them. Since it is not simply copying
samples from minority class, it can avoid over-fitting to
some extent. Then we use undersampling method to
randomly sample data in majority class to reduce the
difference between amounts of data of the two classes.
We choose participants with stroke risk levels and

remove data of people with the history of stroke or TIA.
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In the preliminary screening, stroke risk levels of three
groups of people cannot be judged: people who don’t
have known risk factors but have three or more than
three unknown risk factors, people who have one known
risk factor and have two or more than two unknown risk
factors and people who have two known risk factors and
have unknown risk factor(s). Data of these three groups
of people is also removed from the experimental dataset.
We randomly take 70% of the experimental dataset to con-
struct training set, and the remaining 30% of the experi-
mental dataset is used as the test set. Then, we process
oversampling and undersampling on the training set.
In 2017 national stroke screening data, the proportion

of “unknown” in the field of atrial fibrillation is about
4%, and the proportion of “unknown” in the other fields
is about 2%. Participants without stroke risk levels ac-
count for about 3%. Inspired by the idea of constructing
test sets with occluded areas in testing image recognition
models [9], we constructed test sets with missing values
in order to simulate the situations that occur in the
screening practice. We randomly modified values of risk
factors defined by the stroke screening program in test
sets to “unknown” according to the above ratio. In test
sets, all risk levels of the participants are classified, and
the ratio of “unknown” in the field of atrial fibrillation
and other fields are about 4 and 2% respectively. There-
fore, the test sets can be used to evaluate the classifica-
tion ability of the models when used to determine the
stroke risk levels of patients with missing values.

Construction of machine learning models
In medical research, common machine learning algo-
rithms for classifying binary results include logistic re-
gression [10], Naïve Bayes [11], Bayesian network [12],
decision tree, neural network [13], random forest [14],
bagging model, boosting model and voting model. We
use Weka package [15] to construct these models to
classify stroke risk levels. The grid search method is used
to determine which parameter combinations lead to the
best performance. When several parameter combinations
are optimal and the choice affects the efficiency of the
model, we choose parameter combination which leads to
the highest efficiency.
We use the C4.5 decision tree algorithm [16, 17] to

train and develop decision tree models. We choose the
C4.5 decision tree as the sub-classifier of the bagging
algorithm (also known as Bootstrap Aggregation algo-
rithm). When the sampling ratio is set as 100%, the bag-
ging algorithm will create a new random sample the
same size as the training dataset, but will have a different
composition since the sampling process is drawn with
replacement, which means that each time an instance is
randomly drawn from the training dataset and added to
the sample, it is also added back into the training set

(replaced). We choose the AdaBoost algorithm to build
the boosting model, and choose the C4.5 decision tree as
the sub-classifier. The voting model implements several
different kinds of sub-classifiers, and votes to obtain the
classification result. In the model implementation, we
use the logistic regression classifier, naive Bayesian clas-
sifier, Bayesian network classifier, decision tree classifier,
and neural network classifier as sub-classifiers. The vot-
ing method includes the average of sub-classifier results
and the majority of sub-classifier results. We choose the
average of sub-classifier results as the voting method
after testing. Features used in models are shown in Table 1.

Result
After sampling, the training set consists of 408,330
participants, of which 206,164 are labeled as “high-risk”,
accounting for 50.5% of the training data. The ratio of
each risk factor is shown in Additional file 1: Table S1.
In the experiment, we use the ten-fold cross validation

method to evaluate results. We need to consider the
recall and precision of models at the same time. The
precision is the ratio of the number of truly positive
items in the classification result to the number of posi-
tive items in the classification result, and the recall is the
ratio of the number of truly positive items in the classifi-
cation result to the number of truly positive items in the
entire data set. The F1-score takes into account the
precision and recall of the classification model at the
same time. AUC refers to area under the ROC (Receiver
Operating Characteristic) curve, and it reflects the
discriminative ability of models. The formulas for preci-
sion, recall and F1-score are as follows. Among them,
TP is the number of positive items classified as positive;
FP is the number of negative items classified as positive;
FN is the number of positive items classified as negative.

precision ¼ TP
TP þ FP

�100% ð1Þ

recall ¼ TP
TP þ FN

�100% ð2Þ

F1−score ¼ 2� precision�recall
precisionþ recall

ð3Þ

We randomly construct 2000 test sets (with replace-
ment) and calculate averages and 95% confidence inter-
vals of precision, recall, F1-score and AUC using them.
Besides the whole test set (test set A), data from test sets
that cannot be classified using the current classification
method in screening program (test set B) is also used to
evaluate the model. Evaluation results of each model are
shown in Tables 2 and 3. The bold in tables is the max-
imum value of that evaluation standard.
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All stroke risk level classification models we developed
achieve good performance. The evaluation results show
that the recall of the boosting model with decision trees
is the highest with both test set A and test set B. And
the precision of the random forest model is the highest
with both test sets A and test sets B. However, the preci-
sion of boosting model with decision tree is lower.
We build the boosting model with decision trees with

imbalanced data and balanced data respectively to evalu-
ate the impact of sampling on model results. The recall
of the boosting model with decision tree based on imbal-
anced data is 0.9227(95% CI, 0.9222, 0.9232). The result
shows that the recall of the model with balanced data is
higher than those with imbalanced data.
We further used national stroke screening data in

2016 as a whole test set to evaluate constructed models,
and results are shown in Table 4. Combined results in
Tables 2, 3 and 4, models constructed in this paper have
good stability. The precision of the random forest is the
highest, and the recall of the boosting model with C4.5
decision trees is the highest. The F1-score and AUC of
these two models are very close, ranking the top two.

Discussion
Li X et al. used generalized linear model, Bayes model
and decision tree model to predict the risk of ischemic
stroke and other thromboembolism of people with atrial

fibrillation [18]. Zhang Y et al. employed a variety of
filter-based feature selection models to improve the inef-
fective feature selection in existing research on stroke
risk detection [19]. H Asadi et al. applied machine learn-
ing to predict the outcome of acute ischemic stroke post
intra-arterial therapy [20]. These studies have done good
jobs on stroke prediction, but they cannot fully address
practical issues raised in the national stroke screening
program. Machine learning methods used in this paper
are widely used in medical and have achieved good
results. Since features don’t satisfy the conditional inde-
pendence hypothesis in the Naïve Bayesian algorithm
and the Bayesian network algorithm, their precision
values are lower. Decision tree model, random forest
model and neural network model perform well in deal-
ing with fuzzy information. And ensemble learning
models can further improve the performance. Austin P
C et al. used logistic regression to predict the presence
of heart failure with preserved ejection fraction (HFPEF)
and proved that it had superior performance [21]. Kaur
G et al. used the decision tree model to predict diabetes
[22]. Al-Maqaleh B M et al. used decision tree, Naïve
Bayesian and neural network to predict the heart disease
and compared their performance in term of precision
[23]. Jabbar M A et al. developed a random forest model
to predict heart disease and its classification accuracy is
higher compared to other classification approaches [24].

Table 1 The choice of hyperparameters of each model

Machine learning models Hyperparameters Values to be selected Optimum Value

Decision tree (C4.5) confidence factor used for pruning (C); minimum
number of instances of each leaf (N)

C = 0.1,0.15,0.2,0.25, 0.3; N = 2,3,4,5,6 C = 0.25; N = 2

Neural network the size of network (number of hidden nodes, H);
gradient descent (D).

H = 3, 4, 8, 10, 20, 50, 100 and D = 0.00001,
0.001, 0.1, 0.5, 0.9

H = 4; D = 0.1

Random forest the depth of the tree(T); number of tree models(N) T = 1, 2, 3, 5, 10; N = 100, 200, 300, 500 T = 8; N = 300

Bagging with C4.5 decision tree the sampling ratio (P); number of sub-classifiers(N) P = 70, 80, 90, 95, 100%; N = 100, 150,
200, 300, 500

P = 90%; N = 200

Boosting with C4.5 decision tree the number of sub-classifiers(N) N = 10, 30, 50, 100 N = 30

Table 2 Evaluation results of each model using test set A

Learning method Precision (95% CI) Recall (95% CI) F1-score (95%CI) AUC (95% CI)

Logistic regression 91.84% [91.81,91.87%] 97.82% [97.76,97.88%] 94.74% [94.69,94.78%] 99.14% [99.09,99.19%]

Naïve Bayesian 69.48% [69.42,69.54%] 97.35% [97.31,97.39%] 81.09% [81.03,81.14%] 98.44% [98.42,98.46%]

Bayesian network 69.66% [69.62,69.70%] 97.55% [97.53,97.57%] 81.28% [81.24,81.31%] 98.41% [98.38,98.44%]

Decision tree(C4.5) 92.25% [92.21,92.29%] 99.83% [99.78,99.88%] 95.89% [95.85,95.94%] 99.92% [99.90,99.94%]

Neural network 92.19% [92.14,92.24%] 99.72% [99.68,99.76%] 95.81% [95.76,95.85%] 99.15% [99.11,99.19%]

Random forest 97.33% [97.30,97.36%] 98.44% [98.41,98.47%] 97.88% [97.85,97.91%] 99.94% [99.92,99.96%]

Bagging with C4.5 decision tree 92.25% [92.22,92.28%] 99.74% [99.71,99.77%] 95.85% [95.82,95.88%] 99.93% [99.92,99.94%]

Voting 94.34% [94.32,94.36%] 99.66% [99.63,99.69%] 96.93% [96.91,96.95%] 99.94% [99.92,99.96%]

Boosting with C4.5 decision tree 95.51% [95.48,95.54%] 99.92% [99.89,99.95%] 97.67% [97.64,97.70%] 99.94% [99.91,99.97%]

*The bold in tables is the maximum value of that evaluation standard
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Based on data from hospital information system, Lee S J
et al. used a bagged C4.5 decision tree model to support
the medical decision making [25]. Bashir S et al. pro-
posed a bagging model and evaluated it on five different
heart disease datasets, four breast cancer datasets, two
diabetes datasets, two liver disease datasets and one
hepatitis dataset obtained from public repositories [26].
We also used Bayesian network model to study the rela-
tionship of risk factors and stroke and found that some
stroke prevalence with certain combinations of two risk
factors can be higher than that with combinations of
three risk factors [27], which can partially solve the
problem of missing a few risk factors. And we did not
calculate the precision and recall of that model. To the
best of our knowledge, there is no model with high recall
and precision that can be used to guide stroke risk clas-
sification in China national stroke screening and inter-
vention program. Research results of this paper can be
used in the practice of the national stroke screening.
Among “high-risk” population in test sets, about 4.36%

(95%CI: 4.32–4.40%) of them cannot be identified by the
classification method currently used in the stroke pre-
liminary screening, that is, the recall of the current
stroke “high-risk” classification method is about 95.64%.

All models developed in this paper are better than the
stroke “high-risk” classification method currently used in
stroke screening program in terms of recall.
There are two usage scenarios for stroke risk classifica-

tion models developed in this paper corresponding to
evaluation results of test sets A and test sets B. The
effect of replacing the stroke risk level classification
method currently used with the model developed in this
paper (scenario1) corresponds to evaluation results using
test sets A. In this case, balance between recall and pre-
cision should be considered, and we can select models
with top two F1-score. For example, the recall of the
random forest model reaches 98.44%, which increases the
recall of the stroke “high-risk” classification method cur-
rently used by about 2.8%. The stroke screening program
plans to screen more than one million people every year in
next few years in China. Using the random forest model, it
is estimated that several thousands more people with high
risk of stroke can be identified each year, which may effect-
ively improve the intervention efficiency of the stroke
screening program, and will further control the economic
burden of stroke in China on individuals, families and the
society. At the same time, high precision of the random
forest model can reduce unnecessary rescreening and

Table 3 Evaluation results of each model using test set B

Learning method Precision (95% CI) Recall (95% CI) F1-score (95%CI) AUC (95% CI)

Logistic regression 31.54% [31.50,31.58%] 94.52% [94.48,94.56%] 47.30% [47.25,47.35%] 71.85% [71.82,71.88%]

Naïve Bayesian 41.98% [41.92,42.04%] 83.44% [83.40,83.48%] 55.86% [55.80,55.92%] 82.37% [82.33,82.41%]

Bayesian network 42.95% [42.91,42.99%] 84.12% [84.08,84.16%] 56.87% [56.82,56.91%] 83.06% [83.04,83.08%]

Decision tree(C4.5) 33.18% [33.14,33.22%] 95.55% [95.51,95.59%] 49.26% [49.21,49.31%] 71.15% [71.12,71.18%]

Neural network 32.72% [32.69,32.75%] 94.86% [94.84,94.88%] 48.66% [48.62,48.69%] 80.33% [80.31,80.35%]

Random forest 51.34% [51.31,51.37%] 92.81% [92.78,92.84%] 66.11% [66.08,66.14%] 82.52% [82.49,82.55%]

Bagging with C4.5 decision tree 33.06% [33.04,33.08%] 94.57% [94.52,94.62%] 48.99% [48.96,49.02%] 71.02% [70.98,71.06%]

Voting 39.66% [39.62,39.70%] 91.08% [91.03,91.13%] 55.26% [55.21,55.31%] 85.13% [85.10,85.16%]

Boosting with C4.5 decision tree 36.35% [36.30,36.40%] 95.82% [95.79,95.85%] 52.71% [52.65,52.76%] 80.27% [80.25,80.29%]

*The bold in tables is the maximum value of that evaluation standard

Table 4 Evaluation results of each model using screening data in 2016

Learning method Precision (95% CI) Recall (95% CI) F1-score (95%CI) AUC (95% CI)

Logistic regression 90.56% [90.52,90.60%] 96.35% [96.31,96.39%] 93.37% [93.33,93.41%] 97.96% [99.09,99.19%]

Naïve Bayesian 66.96% [66.93,66.99%] 94.99% [94.95,95.03%] 78.55% [78.51,78.58%] 96.64% [96.62,96.66%]

Bayesian network 67.50% [67.47,67.53%] 93.85% [93.80,93.90%] 78.52% [78.49,78.56%] 96.86% [96.82,96.90%]

Decision tree(C4.5) 91.95% [91.90,92.00%] 98.12% [98.09,98.15%] 94.93% [94.89,94.98%] 99.36% [99.33,99.39%]

Neural network 91.82% [91.78,91.86%] 98.52% [98.49,98.55%] 95.05% [95.02,95.09%] 99.23% [99.20,99.26%]

Random forest 96.89% [96.86,96.92%] 95.76% [95.74,95.78%] 96.32% [96.30,96.35%] 99.41% [99.39,99.43%]

Bagging with C4.5 decision tree 92.21% [92.19,92.23%] 98.86% [98.83,98.89%] 95.42% [95.39,95.44%] 99.39% [99.92,99.94%]

Voting 92.12% [92.07,92.17%] 98.98% [98.96,99.00%] 95.43% [95.39,95.46%] 99.39% [99.36,99.42%]

Boosting with C4.5 decision tree 94.89% [94.85,94.93%] 99.12% [99.09,99.15%] 96.96% [96.92,96.99%] 99.41% [99.38,99.44%]

*The bold in tables is the maximum value of that evaluation standard
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intervention expenditures. If the stroke screening program
has more budget and plans to find more residents with
high risk levels in the future, the boosting model with deci-
sion trees (with highest recall) can be used.
If the model constructed in this paper is used as a sup-

plement to the current screening method to determine
the stroke risk levels of the people who cannot be classi-
fied by the existing method (about 30,000 people each
year, scenario2), the application effect corresponds to
evaluation results using test sets B. We should pay atten-
tion to the recall of the model in order to identify more
people with “high risk” of stroke in this usage scenario.
Then the boosting model with decision trees can be
used. Its recall reaches 95.82% in this usage scenario,
which means that it can successfully identify about
60001 people at “high risk” of stroke who cannot be
identified by the current method. At the same time, the
precision of the model is about 36.35%, which means
that about 15,0002 people who are not at “high risk” of
stroke are classified as “high-risk” by this model. The
classification method currently used can be performed
to double check these people for their risk levels before
rescreening. Estimation results of this usage scenario are
shown in Table 5. In 2016, average hospitalization ex-
penses of cerebral hemorrhage and cerebral infarction
patients in China were about 2616 US Dollars and 1380
US Dollars, respectively [4]. Compared with economic
burden of stroke, rescreening expenditures are much
lower(about 88 US Dollars per person). In the future, we
will explore which feature attributes most to classifica-
tion results of stroke levels.

Conclusion
In this paper, based on data from China national stroke
screening and intervention program in 2017, we build
nine models to classify the risk levels of stroke for par-
ticipants. Models developed in this paper can improve
the current screening method in the way that they can
avoid the impact of unknown values, and they can im-
prove the efficiency of interventions for people with high
risk of stroke while reducing costs for stroke treatment.
Models developed can be used in the practice of national
stroke screening program.
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11,000,000*3%*19.7%*95.82% ≈ 6000
21,000,000*3%* (1–19.7%) * (1–36.35%) ≈ 15,000

Table 5 Estimation results of supplementing to current
screening methods

Learning method Increased number of
identited high-risk people

Number of misidentited
high-risk people

Logistic regression 5586 16,492

Naïve Bayesian 4931 13,977

Bayesian network 4971 13,743

Decision tree(C4.5) 5647 16,097

Neural network 5606 16,208

Random forest 5485 11,722

Bagging with C4.5
decision tree

5589 16,126

Voting 5383 14,536

Boosting with C4.5
decision tree

5663 15,333

Li et al. BMC Medical Informatics and Decision Making          (2019) 19:261 Page 6 of 7

https://doi.org/10.1186/s12911-019-0998-2
https://doi.org/10.1186/s12911-019-0998-2
https://ieeexplore.ieee.org/document/8857657


Competing interests
The authors declare that they have no competing interests.

Author details
1Information Center, Academy of Military Medical Sciences, Beijing, China.
2School of Electrical and Control Engineering, Xi’an University of Science and
Technology|, Xi’an, China. 3China Stroke Data Center, Beijing, China.

Received: 14 February 2019 Accepted: 25 November 2019

References
1. Liu L, Wang D, Wong KS, Wang Y. Stroke and stroke care in China:

huge burden, significant workload, and a national priority. Stroke. 2011;
42:3651–4.

2. Liu M, et al. Stroke in China: epidemiology, prevention, and management
strategies. Lancet Neurol. 2007;6:456–64.

3. Yu J, Mao H, Li M, et al. CSDC — A nationwide screening platform for
stroke control and prevention in China. In: Proceedings of the 38th annual
international conference of the IEEE Engineering in Medicine and Biology
Society (EMBC 16); 2016. p. 2974.

4. Wang L, An M, Zhang Z. Report on stroke prevention and treatment in
China (Chinese version). China: People’s Medical Publishing House; 2018.

5. Wang X, Fu Q, Song F, et al. Prevalence of atrial fibrillation in different
socioeconomic regions of China and its association with stroke: results from
a national stroke screening survey. Int J Cardiol. 2018;271:92–7.

6. Wang X, Li W, Song F, et al. Carotid atherosclerosis detected by
ultrasonography: a national cross-sectional study. J American Heart Assoc.
2018;7(8):1–14.

7. Li W, Song F, Wang X, et al. Prevalence of metabolic syndrome among
middle-aged and elderly adults in China: current status and temporal
trends. Annals of medicine. 2018;50(4):345–53.

8. Chawla NV, Bowyer KW, Hall LO, et al. SMOTE: synthetic minority over-
sampling technique. J Artif Intell Res. 2011;16(1):321–57.

9. Kermany DS, Goldbaum M, Cai W, et al. Identifying medical diagnoses and
treatable diseases by image-based deep learning. Cell. 2018;172(5):1122–
1131.e9.

10. Hosmer DW Jr, Lemeshow S, Sturdivant RX. Applied logistic regression. New
Zealan: Wiley; 2013.

11. Murphy KP. Naive bayes classifiers. Vancouver: University of British Columbia;
2006. p. 18.

12. Friedman N, Dan G, Goldszmidt M. Bayesian network classifiers. Mach Learn.
1997;29(2–3):131–63.

13. Hagan MT, Beale M, Beale M. Neural network design; 2002.
14. Liaw A, Wiener M. Classification and regression by random forest. R News.

2002;2(3):18–22.
15. Holmes G, Donkin A, Witten IH. WEKA: a machine learning workbench. New

Zealand: The university of Waikato; 1994.
16. Singh S, Gupta P. Comparative study ID3, cart and C4. 5 decision tree

algorithms: a survey. Int J Adv Inf Sci Technol. 2014;27(27):97–103.
17. Quinlan JR. C4. 5: programs for machine learning. Amsterdam: Elsevier;

2014.
18. Li X, Liu H, Du X, et al. Integrated machine learning approaches for

predicting ischemic stroke and thromboembolism in atrial fibrillation. AMIA
Annu Symp Proc. 2017;2016:799.

19. Zhang Y, Zhou Y, Zhang D, et al. A stroke risk detection: improving
hybrid feature selection method. J Med Internet Res. 2019;21(4):
e12437.

20. Asadi H, Dowling R, Yan B, et al. Machine learning for outcome prediction
of acute ischemic stroke post intra-arterial therapy. PLoS One. 2014;9(2):
e88225.

21. Austin PC, Tu JV, Ho JE, et al. Using methods from the data-mining and
machine-learning literature for disease classification and prediction: a case
study examining classification of heart failure subtypes. J Clin Epidemiol.
2013;66(4):398–407.

22. Kaur G, Chhabra A. Improved J48 classification algorithm for the prediction
of diabetes. International Journal of Computer Applications. 2014;98(22):13–
17.

23. Al-Maqaleh BM, Abdullah AMG. Intelligent predictive system using
classification techniques for heart disease diagnosis. Int J Comput Sci Eng.
2017;6(6):145–51.

24. Jabbar MA, Deekshatulu BL, Chandra P. Prediction of heart disease
using random forest and feature subset selection. In: Innovations in
bio-inspired computing and applications. Cham: Springer; 2016. p.
187–96.

25. Lee SJ, Xu Z, Li T, et al. A novel bagging C4.5 algorithm based on wrapper
feature selection for supporting wise clinical decision making. J Biomed
Inform. 2018;78:144–55.

26. Bashir S, Qamar U, Khan FH. IntelliHealth: a medical decision support
application using a novel weighted multi-layer classifier ensemble
framework. J Biomed Inform. 2016;59:185–200.

27. Li X, Yu J, Li M, et al. Discover high-risk factor combinations using Bayesian
network from national screening data in China. 2017 IEEE International
Conference on Bioinformatics and Biomedicine (BIBM). IEEE. 2017. p. 1047–
51.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Li et al. BMC Medical Informatics and Decision Making          (2019) 19:261 Page 7 of 7


	Abstract
	Background
	Method
	Result
	Conclusion

	Background
	Method
	Materials
	Data pre-processing
	Construction of machine learning models

	Result
	Discussion
	Conclusion
	Supplementary information
	Abbreviations
	Acknowledgments
	Authors’ contributions
	Funding
	Availability of data and materials
	Ethics approval and consent to participate
	Consent for publication
	Competing interests
	Author details
	References
	Publisher’s Note

